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Generative AI: A class of artificial intelligence techniques 
that focus on generating new content or data that resembles 
human-created content. Instead of being explicitly programmed 
to perform specific tasks, generative AI models are trained on 
large datasets to learn patterns and structures within the data.

Artificial Intelligence: 
Computer systems that can perform tasks that usually 
require human intelligence, such as visual perception, 
speech recognition, decision-making, problem-solving, and 
language translation.







GPT-4 has:

• Passed the Bar Exam
• Scored a 163 on the LSAT
• Scored 1410 out of 1600 on the SAT
• Scored in the 99th percentile on the verbal section of the GRE and 

80th percentile of the quantitative section of the exam.
• Received the highest possible score on AP Exams for Art History, 

Biology, Environmental Science, Macroeconomics, Microeconomics, 
Psychology, Statistics, US Government, and US History.



Prompt to 

image generators

“Otter on a plane using wi-fi”

Credit for images: 
Ethan Mollick, The Wharton School, U. Penn
















How does this work?

Image Credit: Carnegie Melon University Computer Science Academy
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How does this work?

Image Credit: Carnegie Melon University Computer Science Academy



Retrieval 
augmented
generation 

Fine-tuning

LLM 
(e.g., GPT-4)



Potential Risks 
to Users



Accuracy 
problems



Mata v. Avianca, 
No. 22-CV-1461 (PKC) (S.D.N.Y.)

Mr. Schwartz testified at the sanctions hearing 
that…he was “operating under the false perception 
that this website [i.e., ChatGPT] could not possibly be 
fabricating cases on its own.”  

He stated, “I just was not thinking that the case could 
be fabricated, so I was not looking at it from that point 
of view. My reaction was, ChatGPT is finding that 
case somewhere.  Maybe it’s unpublished.  Maybe it 
was appealed.  Maybe access is difficult to get.  I just 
never thought it could be made up.” 











Risks to personal 
data and 
confidential 
information







Coates’ Canons NC Local Gov’t Law Blog

https://canons.sog.unc.edu/



Potential Risks in 
Decision-making



Mortgage approval algorithms have been shown to disproportionately to 
deny home loans to people of color.

Science published research showing that a commercial algorithm used by 
health care systems falsely concluded that Black patients were healthier 
than equally sick White patients, and thus predicted that Black patients 
needed less care.

Amazon abandoned an experimental AI recruiting tool after finding that it 
showed substantial bias against women. 









Potential 
Societal Impact



Potential 
for 

deepfakes





New 
methods 
for fraud 
and other 

crimes



A rise in 
AI-

generated 
CSAM







Increased 
election 
interference 





“The liar’s dividend”



Detect Deepfakes:

https://detectfakes.kellogg.
northwestern.edu/

New York Times: 



Regulation…
more to 
come?



Coates’ Canons NC Local Gov’t Law Blog

https://canons.sog.unc.edu/



Using AI 
Responsibly



Use AI to 
help you 
think, not 
think for you 



Role/Persona

Specific Task

Focus/Tone

Aim/Goal

Limitations

Working with Text Generation Tools



Example (Persona, Task, Focus/Tone)



Use natural language, not keywords

Use multiple prompts

More context is better

Not good for research



Be mindful 
when using AI 
transcription 

and 
summarization



Expect change



Questions?

nickodem@sog.unc.edu
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